Otvoreny softvér vo vzdelavani, —
vyskume a v IT rieSeniach ¢
Zilina 1.-.4. jala 2010 b

WEKA AS A TOOL FOR CLASSIFICATION TASKS

BOHACIK, Jan, (SK)

Abstract. Classification belongs to the main tasks in the Data Mining stage of the Knowledge
Discovery in Databases. The aim of this paper is to compare several classification data mining
algorithms using the Weka software tool implemented in Java and issued under the GNU General
Public License. Some of results of the author are also described.

1 Introduction

Data repositories are expanding very quickly and contain immense amounts of
various data. According to some estimates these amounts doubling every twenty
months [4]. Due to it, information and database systems are widely used. The
current generation of database systems is based mainly on a small number of
primitives of Structured Query Language (SQL) used for manipulating with
relational databases which consist of relations (tables) [7]. The tables have
attributes in columns and instances in rows. Often, these tables contain more and
more covert information that cannot be found out and transformed into knowledge
by classical SQL queries. Dependencies are searched so that knowledge can be
extracted. There are several ways how to use found dependencies, which
classification is one of the most used ones from.

Classification is often solved in the Data Mining stage of the Knowledge
Discovery in Databases. Given a set of training instances (known instances) V
where each instance e €V is described by attributes A = {Ay, ..., A, ..., Au}, A= {
A 1y ooy Ay gy oeoy a,(,Nk}, a, , is a possible value of the attribute, and classified into

a class chC where C = {cy, ..., ¢}, ..., co} 1s a set of possible classes, the task is to
build a model that predicts the class of an unseen instance. This model can be used
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in systems where a decision is required on the basis of known data. Systems of this
kind are described more in [11, 12]. An example of using in transportation is a
prediction of accidents on the basis of risk factors [3]. Among most popular
classification models are the Nearest Neighbor Classifier model, the Naive Bayes
Classifier model and the Fuzzy Decision Tree model. These models are compared
in this paper on the basis of their error rates in classification. A modification of
using the Fuzzy Decision Tree model is described. The algorithms for making the
first two models are implemented in Weka [13] — an object-oriented machine-
learning Java software tool issued under the GNU General Public License. The
algorithm for making the Fuzzy Decision Tree model is implemented in my
object-oriented Java software tool Fuzzy Rule Miner [2].

The paper is organized as follows. Section 2 explains object-oriented Java tool
Weka. In Section 3, principles of building the Nearest Neighbor Classifier model
and the Naive Bayes Classifier model are stated. The principle of building the
Fuzzy Decision Tree model and two ways how to use it are described in Section 4.
The results of experiments are in Section 5. Section 6 concludes this paper.

2 Weka

Weka  (http://www.cs.waikato.ac.nz/ml/weka/, Waikato  Environment for
Knowledge Learning) is a machine-learning tool developed at the Waikato
University in the New Zealand [13]. Originally written in C, Weka has been
completely rewritten in Java and is compatible with almost every computing
platform. It can cope with pre-processing and data analysis, classification models,
association models, and evaluation metrics. There are three modes of Weka
operation: a) GUI, b) command-line and c) Java API. Java API allows to make
computer programs for solving classification tasks. In the following lines, there is
a code showing how to make attributes and instances:
// Declare an attribute with numerical values:
Attribute Al = new Attribute( “Al”);
// Declare an attribute with nominal values:
FastVector A2NomVal = new FastVector(2);
A2NomVal.addElement(“a2,1”);
A2NomVal.addElement(“a2,2”);
Attribute A2 = new Attribute(“A2”, A2NomVal);
// Declare the class attribute:

FastVector CVal = new FastVector(2);



Jan Bohdadik: Weka as a tool for classification tasks 57

CVal.addElement(“cl”);
CVal.addElement(“c2”);
Attribute C = new Attribute(“C”, Cval);
// Declare the vector of attributes A and class C:
FastVector AandC = new FastVector(3);
AandC.addElement(Al);
AandC.addElement(A2);
AandC.addElement(C);
// Create training instances V:
Instances V = new Instances("V", AandC, 10); // 10 is the initial capacity
V.setClassIndex(2);
// Create an instance and add it:
Instance el = new Instance(3);
el.setValue((Attribute)AandC.elementAt(0), 1.0);
el.setValue((Attribute)AandC.elementAt(1), “a2,2”);
el.setValue((Attribute)AandC.elementAt(3), "cl1");
V.add(el);
In the weka.classifiers package, the most important class is Classifier. It is a
general scheme for any classification model in Weka. Classifier contains two
significant methods, buildClassifier() and classifylnstance(). The former is for

building the classification model, the latter is for determining the value of class
attribute C when the values of all attributes in A are known (i.e. classification).

3 Nearest Neighbor Classifier and Naive Bayes Classifier

Nearest Neighbor Classifier (NNC) assumes that all instances correspond to points
in the n-dimensional space R" [8]. NNC is a type of lazy learning where the
function is only approximated locally and all computation is deferred until
classification. During learning, all points with known classes are remembered.
When a new point is classified, the k-nearest points to the new point are found (k is
a positive integer, usually small) and are used with a weight for determining the
class of the new point (the instance with unknown class). For the sake of
increasing classification accuracy, greater weights are given to closer points during
classification. The simple version of the algorithm is easy to implement by
computing the distances from the instance with unknown class to all stored known
instances V, but it is computationally intensive, especially when the cardinality of
V grows. Many nearest neighbor classifier models have been proposed; these
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generally seek to reduce the number of distance evaluations. Its implementation in
Weka is in the weka.classifiers.lazy package and it can be used as follows:

// Create a new Nearest Neighbor Classifier:
Classifier NNC = (Classifier)new IBk();
NNC.buildClassifier(V);

Naive Bayes Classifier (NBC) is a probabilistic classification model based on
Bayes' theorem. It represents each instance in V as a #(A)-dimensional vector of

attribute values [a Lip Gags oe s Ay ’,M], #(A) is the cardinality of A. Given that
there are O classes ci, ... , ¢j... , Co, the classifier predicts that an unknown
instance with known values of vector X =[x, ..., Xy, ..., xu]) belongs to the class ¢;

having the highest posterior probability conditioned on X. In other words, X is
assigned to class ¢; if and only if P(c/X) > P(ci/X) for 1 <k < O and j # k. NBC is
very simple, it requires only a single scan of the data, thereby providing high
accuracy and speed for large databases. However, inaccuracies arise due to a) the
simplified assumptions involved and b) a lack of available probability data or
knowledge about the wunderlying probability distribution [9, 13]. Its
implementation in Weka is in the weka.classifiers package and it can be used as:

// Create a new Naive Bayes Classifier:
Classifier NBC = (Classifier)new NaiveBayes();
NBC.buildClassifier(V);

4 Fuzzy decision tree classification with more leaf nodes

In this section, two ways how to use a fuzzy decision tree (FDT) for determining
the class of an instance e are described. The FDT is made with a top-down greedy
ID3-like heuristic based on [6]. Before it is built, attributes are transformed into
linguistic terms A = {Ay, ..., Ay, ..., Au}, Av={a; 1, ..., ap .., a,{’Nk}, a,,is a
linguistic term of the linguistic variable A;, and classes are transformed into class
linguistic terms ¢ IS C,C={c, ..., cj ..., Co} 1s the class linguistic variable. For
each a, ,EAEA, c,€C and e€V, membership degree a; ,(e) (c;(e)) to which
ag, (c;) is the value of A, (C) for instance e is determined. The value of a
membership degree is in the continuous interval O to 1. Number 1 means the
highest possibility that a, ; (c,) is the value of A, (C), number 0 means the lowest
possibility that a, ; (c,) is the value of A, (C). The transformations and computing
membership degrees can be done for example with algorithm [5]. During building,
main activities are the association of a linguistic variable with a node and the
decision if a node or a leaf should be associated with a branch coming from a
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node. The former is done with computing cumulative information as a criterion.
The linguistic variable with the maximal cumulative information is chosen. The
latter uses a stopping criterion based on the frequency of the branch. The FDT is
made as follows. The root node is made. Linguistic variable maxA, is associated
with it after cumulative information is computed for all linguistic variables in A. A
branch coming from the root node is made for each a, €maxA, and it is
associated with the a, ;, These branches are considered unprocessed. For each
unprocessed branch, the decision if an internal node or a leaf node is connected
with it is made. Then the branch is considered processed. If an internal node was
connected with it, a linguistic variable is associated with it. The process of
building finishes when all branches are considered processed. Let the FDT have R
leaf nodes L = {1, ..., L, ..., [g}. During building the FDT, also value F ; for each
leaf node /, and each linguistic term c; is made. This value F ’ means the certainty
degree of the linguistic term c; attached to the leaf node /..

Classification of an instance e using the FDT means determining the values of
membership degrees c‘,.(e) for all c¢,€C. It is also supposed that membership
degrees a, ,(e) for all a, , €A,€EA are known. The first way how to conduct
classification is based on [10]. It was initially meant for classification in the crisp
case. In the crisp space, a linguistic term either is the value of a linguistic variable
or it is not. In other words, either a, ,(e)=1 or a, ;(e)=0 for all a, ;€A ,EA. Also,
just one a, ,(e)=0 for all a, ,€A,, all the others equal 0. In the fuzzy case, there
can be more than one g, ;(e)>0 for all a, ;€A,. For the purpose of using this first
way, a, ,(e) with the maximal value among all a, €A, is set to 1 and all the
others are set to 0. The instance e with these membership degrees is called rounded
instance e. In the FDT, a path from the root node to the leaf node /. where terms

a, ;,a; ;, ..., a, ; associated with the branches in the path respectively match
171 2°°2 q’q

with a; , with a, ,(e)=1 of the rounded instance e. After that, ¢ ,(e)=F", .
q

The other way for classification of an instance e uses one or more paths from the
root node to the leaf nodes. The reason why it is like this is because there may be
several a, ,(e)>0 for a node associated with A, in the FDT. That is why there may
be several paths, from the root node to the leaf nodes, whose all branches coming
from the nodes are associated with a, ; with a, ,(e)>0. Because all a, ,(e) do not
equal 1 in general in the path, it is clear that each path of this kind should be
included in the final value of ¢ j(e) with a certain weight. It is defined for instance
e and the path from the root node to the leaf node /. as follows:
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w.e)= [ a.le), (1)

ak,IEPATHr

where PATH, is a set of all linguistic terms a, ; associated with the branches in the
path from the root node to the leaf node /.. Membership degrees ¢ j(e) forall c;€C
are computed as follows:

c(e)=D F"W (e). )
r=1

If, in the first or the second way, classification only into one class linguistic term
c;€C is required, instance e is classified into ¢;€C whose ¢ j(e) is maximal.
Software tool Fuzzy Rule Miner of the author contains similar classes to Weka.

5 Experiments

The main purpose of the experiments is to compare the two ways how to use a
fuzzy decision tree based on [6] (FDT) for determining the class of an instance e
with each other and with Nearest Neighbor Classifier (NNC) and Naive Bayes
Classifier (NBC). The algorithm for building the FDT and the two ways of
determining the class of an instance e are implemented in object-oriented Java tool
Fuzzy Rule Miner of the author [2]. The NNC and NBC are implemented in
Weka [13] — an object-oriented machine-learning Java software tool issued under
the GNU General Public License.

The experiments are carried out on selected machine-learning databases [1]. First,
if it was required the databases were fuzzified according to [5]. Then each
database was randomly separated into two parts. One part contained 70% of the
database and it was used for building classification models. The other part
contained 30% of the database and it was used for verification of the classification
models. This process of separation and verification was repeated 100 times. Partial
error rates for respective databases were obtained. The error rate was finally
calculated as the ratio of the number of mis-classification combinations to the total
number of combinations.

The results of the experiments are in Table 1 where FDT-M denotes fuzzy decision
tree based on [6] and the second way of determining the class of an instance e
stated in Section 4, FDT-O denotes fuzzy decision tree based on [6] and the first
way of determining the class of an instance e stated in Section 4, NNC denotes
Nearest Neighbor Classifier and NBC denotes Naive Bayes Classifier. The last
row contains average error rates for all databases and respective classification
models. It can be seen that FDT-M which uses several paths from the root node to
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leaf nodes for classification is almost 10% better that FDT-O and it is the best of
all classification models compared here.

Table 1: Error rates for respective classification models

Error rate for a database and a classification model
Database
FDT-M FDT-O NNC NBC
BUPA 0.4174 0.4205 0.3910 0.4416
Ecoli 0.2022 0.2654 0.2046 0.1547
Glass 0.3988 0.4647 0.3335 0.5394
Haberman 0.2624 0.2609 0.3471 0.2453
Iris 0.04067 0.02956 0.05044 0.04556
Pima 0.2436 0.2563 0.3091 0.2483
Wine 0.04566 0.06509 0.05094 0.02697
Average 0.2301 0.2518 0.2409 0.2431

6 Conclusions

In this paper, object-oriented machine-learning Java software tool Weka was
described with focus on classification models and classification tasks. Mechanisms
of using a fuzzy decision tree for determining class linguistic terms of instances
were investigated. Two ways were described. One is an analogy of the crisp case
when only one path from the root node to a leaf node is used. The other is a
generalization of the former where several paths are taken into consideration with
certain weights. The generalized way has almost 10% better results on selected
databases and also it is the best of all compared classification models.
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